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. SUMMARY
Following Chakrabarti [1] and Chaudhuri {2] we compare the relative
efficiencies of six well-known sampling strategies under models more
general than those considered by them. Exact (small sample) as well as
asymptotic results are presented along with numerical ones.

I. NTRODUCTION

Pursuing the works of Chakrabarti [1] and Chaudhuri [2],
consider the following generalization of their models for esiimating

the mean S
N ’ ..4v .
i S
1.

of ‘a finite population on the 7th unit of which a real variate y
assumes the value y; (i=1,......, N) : ‘

V=48 x4, (i=1,...,N) S (LD

where >0, B2>0 and #’s are random variables with  conditional
expectations .

e(u, I_xi)¥0, € (uf x,) =5xg N,

(with 0<8< 0, 0 <g<2),
e (u; 1 | % X)=0 % i#],

where x;’s are known positive quantities which are assumed to be
realizations on random variates (also denoted as x;’s), with incomple-
tely specified distributions. Insection 2 the auxiliary variables x;’s
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are assumed. to be identically and independently gamma-dlstnbuted

with the common denSIty _ .

| fo)= ( y €Y V>0,

with & single baramétér .(mean) m (> 2) taken, following Chakra-

barti [1] as ‘equal to the known value
: ; N

X=

o

1
N
for the ﬁmte popu]atlon (the sum bemg over the known x,’s). ThlS
model will be denoted as I in section 3 the forms of the dlsterutlons
of xs are left unspecified except that they are assumed to be
distributed independently and identically with a common mean m=2X
as above and their common moments p., of orders'r exist for r
upto g, (0<g<2). The model in this case will be “denoted as 1L
Our objective in this article is to compare the biases and mean square
errors of six well-known sampling strategies under ths models
stipulated above, which are slight generalizations of those due to
Chakrabarti [l] and Chaudhuri [2] in the sense that unlike them we
allow g to’ be ‘non-zero. Following Chaudhuri [2], in section 3
a few asymptotic results-are presented assuming both the sample and
the population sizes to be .large. Our results differ from similar
others available in the htexature because of the peculiarities following
from the assumption m= ¥ ‘which introduces a novelty suggested
initially by Chakrabarti [1].

Our notations are as in Chaudhuri [2]: by s is meant a sample
(typically, the sample-size being taken throughout as a fixed positive
integer n), its selection-probability is p(s) for a design p (generically),
and the expectation-operator for the design is E. By ¢ we denote
conditional expectatlon over the error term u (with fixed x) in the
model (I.1), ez denotés expectatlon over the distribution of x (stand-
ing for xi, i=1I, ..., N), also e=g4€ is the two step expectation (for
u with x fixed and then over x) and e=¢ E=¢; ¢E is the threc step
(including the one over the sampling design p) expectation-operator.

*The six strategxes we cons1der will” be numbered consecutlvely

as I, ..., 6 which respectlvely mvolve the estlmators tl—X— O, =

I
denoting the sample méans for; y and x) fg—X ” ;—,both based

¢

i€s
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on-the SRSWOR scheme, t;=1; based on M1dzuno Sen-Lahiri [7]
scheme, the Horvitz- Thompson [6] estimator 4= z— based

i

on a mps design with inclusion-probability mi=npi_i(say), ( pi=N-x—;?),

and 15, g the usual Rao-Hartley-Cochran (RHC, in bref) [8], (for
this we assume N/n=k to be an integer and each group formed in
applying this scheme is of size X), and Hansen-Hurwitze etimators
(HHE). in brief, [5], both involving normed size-measures p;s. The
expectations, biases and mean square errors of the estimators will be
denoted respectively as

si=e(ti) =cE(ti) = e, E(ti)
Bi=e(ti— V) =e,e[E(t:))— T,
Mi=e[B(i—DP1=ele(E(ti— D], i=1, ..., 6
(in case «=0 in the model (1.1) we shall write M; for M;,
i=1, ..., 6).

2. Exact (SMALL SAMPLE) FORMULAE CONCERNING RELATIVE
EFFICIENCIES OF SAMPLING STRATEGIES UNDER MODEL I WITH

GAMMA-DISTRIBUTED AUXILIARY VARIATES

Omitting easily verifiable élgebraic steps, to save épace, and
using Rao and Webster’s [9] lemma concerning properties of gamma

distrtbutions we get’

% o
By= e 1, so that Bz> B,

nm—2 +8 an I‘(m+q)
(nm—1) (mm—2) : L(m) (nm+g—1)(nm+g—2)

+_.78V—1 P(F(—:f)'{1~2nm-?—n; I}]

]‘41:-mz

Vo a2 | P I
M= [ {m—nm m+@zn4 +I]
2 Pn+g—2) .3 [Tm+q—1D .
‘+ n T Ty TNL Dem & 1)]\

Bt—O b 1—3 6,

e F(m+g) 1 3 [L(n+tg)
Ma_nm—I +om INGD) n+g——1_N' L(m) °
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. _ Tij
In calculating M, we neglect the term o2 Z Z (W:; —1 ) and
. . i
thus get a conservative expression on assuming i <mim; '1', Js

—tym 1 .
- My=a gn(m_—l) N%—l—Muwhere
M _8m D(m+g— D 8 Tin+g)
g I'(m) N T(m) °
N—n 1'[ o2 LCin+g—1) 8 [(m+g)
== - — - 8 ——
M N—1 n 'm—l—Iv}— m ' P(m)‘ N [m)
_N=1 S
M= N—n M.

Noting the complicated form of the coefficient of «® in Mz we
assume m to be large and neglecting terms 0(1/m?) for the sake of
sheer simplicity in it (only) we approximate this coefficient by

(m+2) )

m and the quantity M, is approximated by

Mymaz 12 8 [lmtg—2)
My=e (m—1) (m—2) + n m’ C(m)

S} 1 ' -
N 5om {[‘(m+g)—2m [’(m+g—1) }

3. AsYMPTOTIC FORMULAE CONCERNING RELATIVE EFFICIENCIES
OF STRATEGIES UNDER MODEL 11

As in Cochran [4], in what follows, we shall assume N and #
large to such an extent that we may neglect the error in writing =X
for every sample s with p(s) >0 for the strategies 1 and 3. For other
strategies also N and n will be taken to be large whenever necessary
(as discussed below) in comparing the efficiencies. For the Model 11,
we have the following formulae on omitting details of calculati011s,
viz.

M e [ VRS-,

.
where Pa=pg —l;,

' 2
1 n—1 2m
Moma i{ | }___ ]
2= n? { (m—1) mn—2) +(m—1)2 m—I-}—‘I
sm* . 8 ",
LTI L s




TABLE 4.1

model Ifand section IT those for Model in

Showing relative performances of the strategies with variation in g (section Y of the table represents results under

I
g<% g<d < go 1<g<1.5 g>go g>1 0L g2
Ms<M, . M, <M, M, <M ; M;<M;
: _ Gf N<2n)
M,<Ms Me< M, M, <M, ML<M
Ms<M: M, <M MyM, My <M} M, <M, <M,
(for large N) (for large N)
M,ZM; M, 1\{1<>M5 My <M
Gf n>5 (for large N)
M<<M; —
(f N>nm M, —M,
MM '
. MaM )
My<M; N
M, <M,
Ms<M:

i

} . I
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Table 4.1 (contd.) I

Q

z

. =
s<l g1 0<Le<2 =
B, =

MM, | MyKM, _ M, <M, E
(neglecting terms of (neglecting terms 0 =
0 (1/N)) 1/N) 2
. > ™

M;<M MM, M, <M, =
Gf N>2n) g
; z
MM <M, M5<M1 Ei
. o

My <M ; MM =
’ (neglecting terms of 0 b2}

a/N%y . =

: . >

. . e

M.<CM, . ML <M, @
- ] ' =
. o g

My<My<M; <

@

g

oon—=1
(lfn~1 '—0)

. Me<Mo .

go is a root in [0, 2] of g2 —(n2m—2nam+3) gn*m—3nm +2)=0 if g less
than 0 is permitted, then M ; <M ', if B=0. ' .

|83
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1 1 '
My=3 (‘;—"7\,‘)5"0

On neglecting the term a? E z ( ) as in section 2
n/ﬂr]

© i5E)

My=0o2 [;_n_ €3 (I/X)—I/N]—FM; )
n .
where

|
M4 .—-8 {—[J-ﬂ_l —Fp.ﬂ —‘

-

N—n 1 . m ’ 5 .
M5 N_l - a? ( m_I —1 ) +8]71E10._]'_ - _]—V y‘l] ]
M8= ]\th5

N—n

4" RELATIVE EFFICIENCIES

With simple algebra (suppressing details to save space), noting
inter alia that cgv (x, x9™1)=0 as gil cov (x, x7%)<0s ince g2,

1 R
1IN when necessary) etc.
we can derive the results presented in Table 4.1. Using [formulae
in section 2 we also present results of numerical investigation in

Table 4.2.

i >P-1 » since w1 =m>>2, writing-

5. CONCLUDING REMARKS

I. Relative performances of these strategies under other alter-

native models are well-known and a relevant recent reference is
_Chaudhuri [2].

II. One may, in practice, choose among these six strategies with
reference to the above according to situations believed to be in
hand.

Iil. From the Table 4.2 presenting numerical values one may gain
some insight into the relative performances of the strategies
under certain particular combinations of the values of the
parameters for the Model 1, e.g., for g<1, strategy 3 is found
to fare best amongst all, ' for g=1, strategy 5 is as good and
strategy 4 is also on a par if e=0-—consistently with theory
developed here and elsewhere.

N
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